RPATRZTIZINNAE - ER5TDRE
AL R PSR

—. BESHIESEY#M259)
1. BiEigit 5k asan)

1.1 Top-Kial&# (843)

BEEZR:

HiE—: #HFE 25

P
BEK:

- W EANEAHEE

- R [E] nums[n-k] (SEkAREMEIENEKT)

BHEIEZE: O(nlogn)
FEIEZE: 0(1) %K On) (BURTHIEEZE)

= BREE
Rm: PO EMAF TRETTER

.

BHiEZ: =39



258

- P —N K NAKBI R/
-IBAEER, REPEPERAKN TR
- I Bk A TTE

REg:
heap = MinHeap(size=k)
for num in nums:
if heap.size <k:
heap.push(num)
elif num > heap.top():
heap.pop()
heap.push(num)
return heap.top()

BHBEIE#E: O(n log k)
TERIEHRE: OKk)

.

FHiEZ: RFEIF (QuickSelect) 35)

g
258
- R RERHFERN S X B
- BREEpivot, BEEE D AARFHNFpivotBIFEEE 5
- IR¥EpivotI B RERETEW—IBIIEER

THREERE: On)
BIREERE: O(r) - AEBIMAEEp ot

TEEZE: 0(1)

iR FIBR TR

.

SAEERRL:

o BILUEIR— P HEFITRUERAA ST 18 — RIS TN
o WERIMFSITH, XFO(og n)EHERTEKK
TIVERIEARIE |

o ERAR/NINAKBER/\E

o FEIEEIRETERIH
o IT{PA7574: Count-Min Sketch, Reservoir Sampling



VES R

o Q[UERMMGER2-37 (H59)

o EREDITIER 29)

o MEEWMAL (19)

o MIVAIERR (M2W, FHAI+15)

1.2 BREKBEFEY (79)
BEEER:
om?) Th&EFRIRE 35)

-

g

KEENX:
dp[i] = Anums[i| S BN REKBIE FREIIKE

REHTS:
dp[i] = max(dp[j] + 1) for all j <i where nums[j] < nums][i]

WMREEXEN], dp[i]=1
Mtk dplil = 1| (BN TEESHBREKEINFES)
ZZ2: max(dp[i]) for all i

S
n = len(nums)
dp=[1]*n
for i from 1 to n-1:
for j from 0 to i-1:
if nums|[j] < nums[i]:
dp[i] = max(dp[i], dp[j] + 1)
return max(dp)

BYEIEZE . On?)
TEEZE:. On)

O(n log n) {RILEEE 39)




g
B8

- P — AR tails, tails[i] RNKER i+1 BHEE FRIIN&R/NKRETER
- tails #H B R IFEILEH

-WEBNTTE, AZAERIEITE tails PFRAE

REg:
tails =[]
for num in nums:
pos = binary_search(tails, num) // #XEIFE— >= num B E
if pos == len(tails):
tails.append(num)
else:
tails[pos] = num

return len(tails)

BIF: nums=1[10,9,2,5,3,7,101,18]
IR

- 10: tails = [10]

: tails = [9] (9&F#210)

tails = [2] (2E5#89)

tails = [2,5]

tails = [2,3] 3EHL5)

tails = [2,3,7]

- 101:tails = [2,3,7,101]

- 18: tails =[2,3,7,18] (18%#2101)

N
EE:. 4

L e e . |

BYE)EZE: O(nlogn)
TEIEHRE: O(n)

N

WL REFFT 15

g
FEIIMEREMIENFIR:

- (EDPIE 2, iER prev]i] = (RTIBFI—NITEZ))
- ME AR dp[i] & AiB

- WEMAEER, BENEPLGENETITTERSI

VES R

o O(n?) DPRESTEXMIEIEH (35)
o O(nlog )Lt BERIEF (393)



- WHFINGE 19)

2. BIEER1053)
2.1 3#Z & (Union-Find) (1053)
SEER:

(a) DIR(ESEIR (452)

-

python

class UnionFind:
def init (self, n):
self.parent = [i for i in range(n)]
self.rank = [0] * n

def find(x):

if parent[x] != x:
parent[x] = find(parent[x]) // B&1R[ESE

return parent[x]

def union(x, y):

root x = find(x)

root_y = find(y)

if root_ x ==root_y:

return

/| FERREFH . BN RIRHERERIRE AR

if rank[root x] < rank[root y]:
parent[root Xx] =root y

elif rank[root x] > rank[root y]:
parent[root_y] = root x

else:
parent[root y] =root x

rank[root x]+=1

g

(b) IRILEEEE 35)

ER1ZE4LE (Path Compression):



o EfindiR(EN, BREFLMMAETREREIRTR
o BAOWNEE, MEREEES

o SZH: (parent[x] = find(parent[x]))

« MR WER/RE, EWELO0Q)

¥#k&F (Union by Rank):

o BHE, BH/HIRIERIRAN E
o [REFMEFA, BERIRUATER

o KEILIEMIEEZ A

o MR MHISEIEFITEO(log n)

o BBIMEAIRIZESE: tIPEO(log n)
o BRINFERARHEH: 19BEO(log n)
o« MELSG: HWO(u(n)), wBRMITEESEEL, KrLE~FEE

(c) ZAHRESR 353)
1]k

o MR, mRIEE (EELRNTIEERNY)
HEESE:

o fiatk: Om)
o TRIEIE: 9PEO(a(n)) = O(1)
o ZBJE]: O(n+ m-a(n)) = O(n+m)

DFS/BFSH %

« BXENEZBHE: O(n + edges)

e mXEIRZBTE]: O(m n)

o IERIE, FETREZH
HELKMRS:

o ISHIFEBREIFE SR

o EE"EE-THREBNTR

o IR, BN



SCRRRZFR

o LEEE MR

o B%93E (EBXE)

o Kruskal&/NVERWEE

o XML (FIETMARTER—HRE)
g i

o findflunionSSIRIEH (F29, H4453)

o ML ILIEREFRE (B159, H39)

o BEFEXMLLFAMB DT 35)

—. REFIEZRIEMEE57)

3. Transformer55 Attention#1il(159)
3.1 Attention ¥l HRNIERE (853)
SEER:

At AN k? 29)

BN

o Hd KRAR, QR THEFRERSEKX
o REYSHFIEH N\softmaxfg, BESTER/N BHEHEK)
o HE0: WMRQKNTHEMER100, softmax/miEiLl, HihiEkro, MENFH0

HERE:

o RIEQMKHTTHERIIE. HEINRIUTE

o QK'THISRFZEd KNIAEM, FESBETRE k
o BRUNA kG, AEIF—KE!

o RIFHERE, HBERMELF

BEfI=EERE 29)
WNFFEFIHKE, $SIEEEd:

e QKA"T: (n, d) x (d, n) = (n, n) - BJ[E]O(n2d)



softmax: Xf(n, n)XEPE - BY{E]O(n?)

FLLV: (n, n) x (n, d) = (n, d) - BHBEIO(n2d)
SREIEHRE: O(n2d)

FEERE: O(n?) - fFfifattentionXEfE

. KFEHIEnERE, li0n=409683FEE 16MBYattentionXE P&
Multi-Head B2 (243)
o ZHE: REheadF S R[EHattention pattern
o BMhead X FF/EFEE (FHLBIR)
o BHJheadk F KB B AR Ff
o AMhead X FAEXRAR. BXYXARE
o RIEF=hiE): XPICNNHZIEIE, FHIRAENFE
o ERMR: 2 M headMAEELE N Erobust
Encoder-DecoderZ2¥J i Attention (243)
1. Encoder Self-Attention:
e Q,K, V&R HencoderBai—EitH
o BEMIBXIENHMNFT
2. Decoder Self-Attention (Masked):
e Q,K, V&R Hdecoderdai—Eith
o FHmask, FEEFFLURIMIEZ BT token (ERattention)
o RIEARYBIBYBR[E]IMER

3. Cross-Attention (Encoder-Decoder Attention):
o QX HdecoderHHIE

e K, VEBencoderBY%aitH
e Decoder%;¥EncoderfJ{5 &

ot
o Vd kBYEERR (29)
o EZEDHIEN 29)

o Multi-Headf£% (243)
o Encoder-Decoderf=FAttention (247)



3.2 fifbKF5lAttention (753)
BEZEER (EEETEHMEABERE) .
F3iE—: Sparse Attention (FFEE )
EAIRY: ¥

o AEEMIBEX IFMEHEMAE

o RXF—ENUE, FHHEattentionfE %
® Wpattern:

1. BEEO: #MIERX FaIREwMIE

2. ¥ attention: FRKMIE X F—R

3. @B token: FLEFTRME (FO[CLS]) FAFMEMNE
SERE:

o BFE: O(n'w-d) 8f O(nVn-d) (BURFpattern)

o FTE: O(n'w) MARO(n?)
TEgE:

o AJEEIK—LEKIEEKH

o BERZMES LR LR Hattention

ffF: Longformer, BigBird

FiE = Sliding Window Attention GBEIE )
EUPYEN

o FMtoken R K FEEE OK/)wRAtoken

« BORUEEETNE
LI

o BOK/IVEEE51281024
o LIRS, EINRTEH

SRE:



o BYiEl: O(n'w-d), wEBEHAXN
o TE]: O(n'w)
{RER .
o i LIEE, MRRE
o TRF MELUBIRE L & ORI
o MR BIZEHES, RZTFAEEK

filF: Longformerfd/FEPattention

753E=: Flash Attention (RTEIL)
ARt

o FEREIEE, MENKGPURFIIF
o B/HBM (B W) FSRAM (K ERTE) ZIERIEIEEE

[RIE:

o Fnattention B EIF E N nxnfEfEFEHBM
e Flash AttentionFitE 9 IR, RIS EISRAM
o TESRAMHRZERITE, B0

o BYjEl: {BFRARO(*d), {Bwall-clockEY[E]ESE
o T[E): O(m)MAEOM?)

HMR:
o JIERRERHA2-415

o XFHERNFY!
o ¥F EeeEN TR Eattention

f51F: FlashAttention-1, FlashAttention-2

%3i%M: Linear Attention (XS 2 E)

EARY: o E -



o Fkernel 7 &L {Msoftmax attention
o FKattentionEFT G LR

FREE: Attention = softmax(QK/T)V
IE{: Attention = (Q)(@(K) T V)

BERTITEIRF, TEEKATV), SHRER

SRE:

o BFiE: O(nd?), dG@EIT/)\Fn
o Z[E]: O(nd)

TEgE:

o IEBA, SEREHRK

o ERLMES EMREEE

. FRIESEKEY

Z|O(nd?)

f51F: Linformer, Performer, Linear Transformer

EStRE (BM5E3SS, ®fmMit75):

o ZOBRER (1.59)
« EREDNER (15)
o HEAMIRREERE (199)
« RE—MFERZ[4D

4. RAEFESMLKEE1259)
4.1 RAEEIERR (65)
BEEZR.

Batch Normalizationgi[[itH (1.59)



i x (batch_size, feature dim)
S8y (AIEINER), B (AIFEIINFE)

p

1. 7TEIYME: 1= mean(x, axis=0)
2.IMEAE: 2= var(x, axis=0)
3.JY3—1K: x norm = (x - p) / sqrt(c* + €)
4. 8MFER%: y=7v*x_norm + B

Hre2/\EE(1e-5)Fh RS

\ J

REAGEERE 1.55)
At atbEtEEE R

o BEMTHGECEREXHIREL, KHE Dbatch

o WxMBEREEZR:
1. xBE#EFMx_norm

2. x3BE pFIMx_norm
3. xi#d 6>%2Mx_norm
o REAMIUENLEX=%KREF
o P XbatchEERIKM, BEEDELEbatch P RIFIEREZ
KR y=Wx+b, BERSE: oL/ox=WAT - oL/dy

ReLURAfEHE (153)

( )

FiME: y=max(0, x)

rm:
OL/ox = 0L/oy * (x > 0)

Bp:
-WNERx >0, BEIEEZESE
-WRx <0, HWEHO ("HETIT")

AES:
grad x =grad y * (x> 0)

\ J

BEHEKXSBN 293)




BEHKIR

o REMEF, HEFTEELAEREE

. MEBEHE<1, ZREHE0

o 155ESigmoid/Tanh, T#<1, NNREIRR
o SECREMESHLERER

BNY{eI 2R % .

13— EE: RFREEESEEE (9E0AE]D

2. BRI : BUEEARSXAKRIAX/), BUEREIFEELT

3. FEBIkHE: FRUERS, BEFRE

4. RFEREIE: EL, FREDBENBXIE
SR

o BNEIREFE (1.59)

o RIEEEZRMMETE (1.59)

o ReLUBEE (1493)
. BEHKIBNIER (2%9)

4.2 (RILERFILE (653)
SEER:
SGD vs SGD with Momentum vs Adam (243")

SGD (FEHNHEE TBF):

[ 0=0-Ir*g

o IRIFE, BIZFMESEM
o BJEEfEravines (LUB) HFEFH
o WisRiE

SGD with Momentum:



v=B*v+g
0=0-Ir*v

. RIS EHENEE
- LB, MBS
. EOMETRIRY

Adam (Adaptive Moment Estimation):

m=B*m+(1-p)*g #—PNEEMGIT
v=PRa*v+(1-fo) * g2  # ZBNEEMLIT
0=0-1Ir*m/ (sqrt(v) + ¢)

o #EEMomentum (—PBN%E) FIRMSprop (ZPBi%E)
s BENFIE, BIMSHAME
« BERINERE, MREE
AdamAFHAER? (1.59)
1. BiEMFIE:
o WMEEFHNSHA/NEIR
o WHHREFMNSHAREIER
s FEEFUREESISHNI
2. hENNE:
o« —[EMEEHERM
o RVIRE, BERENEMRAM

3. &M AR[Fscale:
o ZMEEVIRENEE

o XHRERNEIK
Learning Rate Warm-up (153)
ftaR@warm-up:

o YRR, FIEMB/NZEIENZEIBIRE
o f5I30: MOZRMEIZANZEN0.001, FEE10005

ALTE (FHNEXIRE):



1. AR FIRE: SEHMENMBK, BETERX
2. AdamBibias: FIRBRImAIVAVEITRAE
3.BALEREIES . NFEIFIMRBERETR
4. batch size®M:  Kbatchy)|EFEEwarm-upiE E

AdamWEGH (15)
SAdamfIX5H:
o Adam: L2IENEINTERE L

g=g+A*0 (Fweight decay I NIEE)
AR AdamE

o AdamW: Weight decayEL1Z{ER T 5%

ScFIAdamEHT: 0'=0-Ir * m / sqrt(v)
Bffiweight decay: 0=0"-1r * L * 0

AtLEER:

o 7£Adam|P, L21IEMFIweight decayRFH (FANBEMNFSEK)
o AdamWHIweight decayX{ SR B 4F
o FRREMRAESARE L

SGD vs AdamBYR i (0.553)

SGD R BESE4FRITEN :
1. ZiiEeE: BARKRASGDIFINRMAE "I, ZHELH
2. MRS AdamBZEWE

3. KBYEhgR: 442 08BYE], SGDEIREUR SR ESTHIRR
4. FHEMMBE . ResNetFEERUESE E FASGDRIERIF

AdamBIFRIIER

o [RIFEUE
e NLPfESS
o ANAEREMAI



o KIREEYILR
FoatnE:
o =FhLILEIXTLE (293)
o AdamRMIRE (1.59)
o Warm-upfiEfE (19)
o AdamWX#H (149)
e SGD vs Adam#¥X# (0.59)

5. IRBI5RMIR T (85)

5.1 FREEE 459)

SEER!

At ABENGEFRHIRME? 25)
BERBE:

RIGFREMR: y=F(x) +x

[z A 4ERY :

O0L/0x = 0L/dy * Oy/ox
=0L/0y * (OF/ox + 1)
= 0L/0y * OF/ox + OL/oy

*%ﬁ: n+1nID'i

o BfEoF/oxiRN (BEENO0), HEMNREES +1"Bi%fZiH
o BIET —FBEEN"SEAR"
o ZXEMZTUBERKIEERES
LB
o Ei@: y=F(x), BEOL/Ox = 0L/oy * OF/ox
s MNRFRZE, F/oxEER, BHHK
o RE: EMRIEEEAR/NFOLoy

TransformerIE (149)



VR ZE EREE Transformer IR 77

1. Multi-Head AttentionZ f5:

{ x' = x + MultiHeadAttention(x)

2. Feed-ForwardZ 5 :

[ x" =x'+ FeedForward(x'")

B sub-layer/5Ef B iR E&EE
Pre-LN vs Post-LN (153)

Post-LN ([R4&8Transformer):

[ x' = LayerNorm(x + SubLayer(x))

o SMFRZE, Bnormalize
o JIZEIEERRRE (R BREML)

Pre-LN GRXEH):

[ x' =x + SubLayer(LayerNorm(x))

o Stnormalize, BMIRE
WEERE

REMBER Sk
GPT-2, GPT-3F#B A Pre-LN

W EER: Pre-LN, ENREMELT
FatRE:

o BMERMRE 29)

o TransformerPMIIE (19)

e Pre-LN vs Post-LN (193)




5.2 (i B4YRE5 493)
BEER:

IESZIBHRIT AT (153)

( A
PE(pos, 2i) = sin(pos/ 10000~(2i/d))
PE(pos, 2i+1) = cos(pos / 100007(2i/d))

He:

-pos: iIEZE5] (0, 1,2, ...)
-1 EERS| (02)d/2)

-d: IRBUEE

. J

B E R sin, TR cos

R LBIEZEE? 19)

1. FHAtE: FREARMIEZE A UARRARNAEXR

2. BMUE: ERMUBpostkRl ART AposILLMEAHE (HA=AIEER)
3. 9MEME: ATLIRMERELIIZRET E K E T

4. BEIEE: E7E[-1,1], FaEAEEA

SNRAEHERSI:

o UEERELR, AJRERMIILK
o TAERTHEMUEBEXR
o SELUMERIEKFS!

¥ vs BIEME RS (159)
EEMERG (YN1EZ):

o iR AFEFS, SH; IMEEIERRE
o BRR: AREFERMY; TEAENFEES

AIEI) BRI

o LR AUFIESHENMUERS; AJREREL
o TR WIS MLUOMERIEKREFY; FEEZHE

B WMRSRARE, WAHRE (MIBERT) EARZEIN



AR ERBRE 159)
i B YT .

o BMIBEEETERRG
o A UEBFMUEIOONXRER, SMUESOMUBISONKXRR, TEHEE

ML E YwbD -

o HxiCMokenZ [B)RVHENT EEES
o BI%0: BEESS2B9PE Mtoken, TTICTEME, RIZFEE

o L%
1. FRATN: F5/8EBE), XEZFRT

2. BYFEIIME: GBI BE XA BT EKFS!
3. MEEIRAH: T RZ2AEZLUMEREY
flF: T5, DeBERTaZF(ERAEMN NI BERIG
iR
o IERZAT (19)
o FHIEZMNERE (15)

o AIFESvsEE (15)
o EXMMEME (19)

=. MBFIEILE255)
6. B S5EMIEE(105)
6.1 45 B4E922(VAE) (653)
BELR:

YmbDE ARSIt (1.59)
4Rt32%(Encoder):

o W\ BEx (WEK)

o I BERDMHq(zx)NSEK
o n(YERE)



o o> (FEMEE, Flog(c?))
o BRRIZqzX)EEIPTHEN(, 6%)
fi#192%(Decoder):

o TN BTS2

o flh: EMEIENS x2S
o MER: AIEREGRE (YE)

o M_EEK: WERASFHIHER
o SEEHHERRX

KLEEBIRIER (1.553)

ELBO = E[log p(x|z)] - KL(q(z[x) [| p(2))
EZERES IENAET5T

KLEXEKL(q(z|x) || p(2)BER

1 IENfE: AFREKq(zx)EEERp(z) GBERENO,D))

2. BFIEEIE: NLERBBRFHERNSE

3. Efafkpa=ial: itRRT 28 RPN, HEREER

4. Fi: WMRIEEWHRK, RIS EEILARS EIR S ERIVX IS

BBKLI: RIDBEFIREF B — 1 EMNRID, BR=ENREL, TEERK
Reparameterization Trick (293)
ik
o FEMq(z[x) = N(u, 6)FH¥z
o RIFREREIR, TERAERE
FreEERFNERE:

z~N(y, 62 // X@— P FEVIZE
loss =1(z)
N{al1+ 5 Oloss/ou F dloss/do ?

RIFIRIEIRAN TR



Reparameterization trick:

g
REEREZ ~ N, 0%)

me:

1. X e~ N, ) (5poFkx)
2. i‘|‘§z:u+c@a

MEzEuFcBIRE R ER, PILUKRIRE !
oz/op =1
0z/0c = ¢

g

ME: BETLESzREEERIM
VAEXERIERIBIEREE (153)

1. Efgfisk (MSE): Skt 2" iy sE &
o WRIIGEPEZMEIEE, VAERILEFIYE
o SEMATIER
2. pa=siEEM{k: KLIN&EFI = 8] FE
o FEAAYZEE BRI A
o BLZIEM
3. BERIg: BRigpxlz)BEH, EATBEN

FEEGAN:

o GANRHI7IZE, BERMAHENRE

o FREGEREN, JUEREHRFNER
TR

 YmhD2s/AERDERME (1.599)

o KLIEA (1.593)

e Reparameterization trick (293"
o EHRE (193)

6.2 VAE vs GAN (493)

BEEZR.



g BisMA RS 253)

VAE:

o B1R: RAWELBO (BUBHIXEAATR)

[ max Eflog p(x|2)] - KL(q(z[x) | p(2))

o EXEREIEDHpx)
o MBI RAMMANIL
« BRI BIRERER

GAN:

o B BIHGRLER S FREOEAESS S

Generator: 4 B {REXIEIRIZ Discriminator
Discriminator: X493 E{R¥UE

o [RINEE, FEEMLMA
o BIXHURERLIIZR
o BfREILHFIBTEX D

BLESR: VAERMASZE, GANEMIAE
FEMERE (1.59)

VAE:

o JIFRE

o BIEIRMRIE (fLLELBO)
o FILIEERITEMA

o BRIFHIBR=EIE

o ERGRERE (1BH)
o BRELEMMKFER
o RiTER (BHDH)



GAN:

s EHFES (¥F). BH)
o NEEENER
o AILLEMEZDH

o JIEARRE (RXFHR. BEHEK)
o LU CEBEMA)
o BESHHUX
o &Hencoder (T RELRFISESLEIE)
EREVAERIAR (0.55)
1. REYRIDEE

o Z{LAEX &ﬁ%%ﬁ SeallE]
o WNEUEEYE. FHIEFREX

2. IR EHEE:
o BEER, FEAES

o FEAENIIGIE

3. BMEAAMT:
o RERN (+Epx)

o FEIEIRRILE

4. ¥R{EMYRIE:
o [AFE1FE, FETiEE

. -LI:I Xéﬁiﬁ
B+

o YD FER (FEEencoder)
o BUEESE
o FUEFES (FIARTE)

ot
 JILBMRESR 29)



o MiEREmIFEL (1.599)
o EEVAEMHS (0.59)

7. KRR S IENI853)

7.1 R E LT 49)

BELTER.

P 2BARZXBOARBMSE? 19)

R XE (Cross-Entropy) :

IFFE: L=-y true * log(y_pred)
JF =53 L=-[y*log(p) + (1-y)*log(1-p)]

MSE (335iRE):

[ L= (y_pred -y _true)?

[R[A:
1. B ARRR:
o DXWMEEMERD
o XXBHERTDHNER
o« MSEEE&ESETN
2. tEEYFY:
o XX fH+softmax: BRER(y pred -y true), ;A

e MSE+softmax: HE®SsoftmaxS#X, BIEEIR/

3. BEIREH:
o XXBIHRIFEIRETIELX

o NEFEZ]
AN EEHRIRAE 19)
IR 5159000 MED, ZEF025 1000 MF 7S

o IERIRIRESTFIUNZERL, HEHRZFI0%ETH



fRRFE:

1. 2RI E (Class Weights):

weight =n_samples / (n_classes * n_samples_per class)

loss = weight * CE _loss

(R DIRBANE

2. Focal Loss.

[ FL =-a* (1-p)*y * log(p)

PRAK S D AR E
KA DA
o IR, VIEHIREE
3. ERHE:
o IREEDERAK

-

o REIFZEL

FHEEE S BInfoNCE (19)
il B

o PDEIEFFARY, HETIATFANY
o FIEMARINRIRIE

InfoNCE35i%k:

3t FanchortF¥ ASxFNIEFF A x+, TAFEAS {x-1:

L = -log( exp(sim(x,x+)/1) / (exp(sim(X,x+)/t) + Y exp(sim(X,X-)/1)) )

Hrb:

o sim(-, )BAEME (FIRZABME)
o BRESH

o OF IERAMBIEMNE

o D& [ENB+FIRRELR



MR FRUEHFESMBE, RS HEERXDHF
Huber LossfEBIHER 15)

Huber Loss22%, :

L(y, ) = { "a(y-9)* if [y-y| <6
{ Oly-§| - 286* otherwise

LET=

o & TMSEFIMAE
o /JMRENFE¥H (MSE), KiZERTREME (MAE)

FtLb:

e MSE: WKIREESIE, BRZEHATN

e MAE: WFFEIRERIEXNE, HEIERE

e Huber: E/NMREXIFHEEAR (REUWED), KizEXIiGiaRE

R

1. BB EEE S (outliers)

2. BArNARBYbbox[E]Y3

3.58F 3 (Q-learning)

4. EEFRRKIZFERBEFRFRSGEE
FatRE:

o XXHvs MSE (143)

o KFARFEHE (19)

o InfoNCEf#R (149)

e Huber Loss (143)

7.2 IEMEFEER 453)
BEZR.

L1 vs L2IEN{ 159)



L2IEN{E (Ridge) :

Loss =L data+ A *||0|]2>=L _data+ A * > 67
BBE: OLoss/00 = OL/00 + 210
B 0=0-1Ir*(grad + 210) = (1-2Alr)*0 - Ir*grad

MR NERR, SHE/IMEFRAO

L1IEM{E (Lasso):

Loss =L data+ A * ||0]l = L_data+ A * Y6
BERE: OLoss/00 = AL/00 + L*sign(6)

MR WNEAILZENO, FERHRE
A ALIFERE?

o LIFVEERE 0 *sign(0), FEOZ/)
o IIMNERFEMHERO
o L2MVEEER2M0, /NBIEE/N, RBEZEI0

NIRRT LIRER, RZELHHRRR (BIREZ%H0)
Dropoutilll&kvsIE (19)
WIEEBT

p
MU RpR EF" (thigmo)
RENHETREAE (FFRE(1-p) 48R0

90 dropout rate=0.5
— 2 THEE

g

HEIBAT

p
PR f2 iR S
fth3RLA(1-p)

B MIZREIEREA(1-p), HEEIAZ (BEERA)

g

At AFRRE?



o Ek: BENldropoutRINERFS], FHIETINS
o #IE: ERFTERLE, BEEIMEIZIdropout

R

o KMINET 2N FRILHIER
o {Rdropout;2 RNEIFYFRILE

Label Smoothing[FIE (153)

fE#R= (Hard Label) :

[ H3LZEF: [0,0,1,0,0] (one-hot)

5452 (Label Smoothing) :

FEBE: [e/(K-1), e/(K-1), 1-¢, e/(K-1), e/(K-1)]
Hepe@TRARE (Wo.1), KEHFIEK

BlF: K=5,e=0.1

o FEIFZ: [0,0,1,0,0]
o BE: [0.025,0.025,0.9,0.025, 0.025]

SNMRIRG LS NS

LRDERE: FERREREERIRITR Eroskl)

2. &R WEMENRE—REER

3. FRAREAF: EKAEHIXDAIBALR

4. IEMRR: B FH/IMUKLEERIYS 5 mBNIN AR

Data AugmentationBIERIZ? (15)

(= =X

2.

1 IBINEES Y RNESTRNEY

2. BALEIB(EIERER: BT epoch B EIRVBURERAE
3. FMFIENL: EHIE=IERMARAIR

4 DG RERIFEIFTEMIRCSIZ



-
o L2IEN: ESHM=IELNR
e Dropout: TEMIZRLEH EREHIL

 Data Augmentation: TEFIEZTBY 7T
BRAEE:

o ElfR: me¥:. B BEL. ENGRD
o XA ENIAEHE. [EIF

o S BYIEIRIMER. SN0EAS
TSR

e L1vsL2 (14)

e DropoutZ® (193)

e Label Smoothing (143)

e Data Augmentation (143)

8. WML 5 (759)
8.1 IR BT (hIEHR (49)
BEEZR.
ZRBIRENX (1.59)

AR

FUMAHE  FUWS
LR ALE TP FN
MYkl FP TN

HIEZE (Accuracy):

Accuracy = (TP + TN) / (TP + TN + FP + FN)
PR U LE R RY L 51

¥EtHZE (Precision):



Precision = TP / (TP + FP)
PN A ERIEEAR, HIEANIERLLG
[E%: "FUNNE ZHE? "

BIEZE (Recall/ TPR):

Recall =TP/ (TP + FN)
KRR AIERIEAR, WIEHFUNATEL B
B HET S

F153%%:

F1 =2 * (Precision * Recall) / (Precision + Recall)
i ESPEEIES IR )
FEmE

ERFBIRSHER 19)

=+

o FBRIFIQN: 1000MFZS, 990 MREER, 101E
o WRELSTNfRER"

o AERAZE = 990/1000 = 99%

o BERETLTA! BEEFRHFE (Recall=0)

S

ATAIRS:

o KRRFEHE, HERERSHEETS

o THERMULE (FEZRHENXOM) AYMERE
fRR:

o FHPrecision, Recall, F1

o ERREIER

o FIEANRR RIRTHE

ROC vs PREIZ (19)

ROCHI%%:

« HM: FPR=FP/(FP+TN) ({RFAMER)



o #\%Hh: TPR=TP/TP+FN) (EFAMEZE/Recall)
o AUC-ROC: HA%THEFR, #AHELF
o EH: EFEIT

PRE%::
o FEHH: Recall

o #\3H: Precision
e AP (Average Precision): BAZ FEIFR
o EE: LRI
{A7BS FIPREALE
o IEHEARLD (WEREBWRN. HEER)
o FEXFIERAIRIN
o PRI A THEHUX, ROCABEITTRM

Z 53K (0.557)

Macro-averaging .

NN R, ARREETY
Macro-F1 = (F1_classl + F1 class2 + ... + F1_classK) /K

o B EHINEER
o EEXEFMERAIRN

Micro-averaging .

2FiTE TP, FP, FN, SAREISHR
Micro-F1 = 2*TP / (2*TP + FP + FN)

o BMHEANENEF
o WMREER

Weighted-averaging:

BB LRF BN FSY
Weighted-F1 =3 (n i * F1 i)/n_total




o EEFKFIKN
o EEM

o
o IOMENRENX (1.593)
o HERFIRZHIF (19)
e« ROCvsPR (19)
o ZHEFE (0.59)

8.2 JJIlRiRIZIZEr 39)

BEEZR.

LossZTEFENaN (14)

Al EE/RE

1. HEEIRLE:

o BEXK, BHEHIK
o SEEERH

2. FIFEIK:
o BT KKK
o BMTRME, REX

3. MEFRE:
o log(0)ZBELLO
o softmax3i N\id KFHexpim
4. $4HEIn) 7R .
o HMINEEANaNHKInf
o MTEEHIR
BRI E:
. BEFSIE
o TEEREY (gradient clipping)

o WENIEMLE
o EAERENRKEE (Wlog-sum-expkIT)



e Batch Normalization
Loss A FREIES (153)
LossA FB&:

o« EIEFI:. EFMXKIE

o #ltafkin)E: NEWHRKAH

o MEHK: RBEME, HMELARER

o (RkEERE: AIREFREAdamMAESGD

o BEfR/IMEEER: RET GRADW)
fiR:

. REFIRAMEILAE

o FUFHIFISA (Xavier, He)

o HfL{tER
o BRI (MIBN. HEERE)

LossiE%:

o FIFFIK: ERMEHHIBKEX
e BatchsizeX/V: HEIRE
o UREIEIEE: HbatchtF5ME
fRR:

o BFEFEIR

o 1 Kbatch size

. BERMN

o FEAFIRwarm-up

NG ETRBIEIER LA 15)
Sl BINE

[FEH:

o REBFEKRK

o JIZRET (A1

o BEXRD



o ZBHIENK
fRRFGE:
1 BB Em:
o B/MER (F#. EE)
o & ANDropout
o L2IEMIL
e Early Stopping

2. BUREME:
o IENMINIZREE

e Data Augmentation

. HLHIEHE
3. 4B m:

o FRERFIE

o R/WM)lI%epochs

o INITIONFEE, MREHELE
4. Hith:

e Batch Normalization

e Label Smoothing
o ERFES
FatRE:
o NaNEREEAFR (19)

o ATEE/EHIZE (19)
o IWEFIRANMAZE (199)

M, KEEEGIGRM155)
9. /I RER109)
9.1 H1THRERIERE 69)

SEER:



IR EENRE (1.59)
WF—MEEY, NG GPUEEIZE:

1. #2 BN E (Parameters):
o FP16: 2 bytes/Z%K
o 7BB#H x 2 bytes = 14GB

2. BIE (Gradients):
o SNEREXRN

e FP16. 14GB

3. (RIL2RIRZE (Optimizer States):
e AdamFEE:
o —F1%E m (FP32): 7B x 4 =28GB

o % v (FP32): 7B x 4 =28GB
o 56GB

4. B7E(E (Activations):
o BIMERENPEILER, BTRAEHE

o A/NEURTF batch sizeFIFEFIHEE
o BEEBRANNEER

Bit: 14+ 14+ 56=84GB (FEHEEE)
o —IK40GBRYGPUEA T !

REFMHHE (0.59)

TBSHUIERY, FP16ANE + FP32fL1k 38!

o IE: 7B x 2 bytes = 14GB

o #EE: 7B x 2 bytes = 14GB

o ff1K28: 7B x 4 x 2 =56GB (mMVvABZFP32)
o /hit: 84GB

BUEE (f5l40batch=8, seq len=2048, hidden=4096) :

o #HB&ML1t: batch x seq x hidden x layers x bytes
o OJREEE/L1+GB

g BF40GBImTAGS



BIEFH1T (1.59)

T{ERIE:
1. 8KGPUB STEMIREFIZS
2. B3RS BIAREGPU (mini-batch?) Fr)
3. Z£GPURIL I @F & [+

4. FREEIL AllReduce[A
5. B GPURERINIEEEFH S

i
Heln

)|

o BYEERTHE: 2 x model_size (FP16)
» 7BIEEY: 14GBHEZEEE

o {#MRing-AllReduceB] LA 1K
#R3M:
o BIEFH: GPURBNEEFREAEIR
o GPUFIEZE: /EIET, @ERTE>itEtE
o BTFMRHI: SIKGPULETEIEE

BEE: RE), BIEX
REHIT 1.59)

Tensor Parallelism GKEH1T):
fE TransformersP )43 :

B1: ¥E5UIS (Column Parallel)

-
AttentionBYQ,K, VI& = :
[F85: X @ W -> (batch, seq, hidden)
5 WHIRR[WI, W2], $5%ZI2NGPU
GPU1: X @ W1 -> (batch, seq, hidden/2)
GPU2: X @ W2 -> (batch, seq, hidden/2)
HERPHE

N

BR2: 1T (Row Parallel)



Feed-Forwardd5E _ B :

[F48: H @ W -> (batch, seq, hidden)
Y53 WIITHUIR[W1; W2]

GPUI: H1 @ W1 -> partial output
GPU2: H2 @ W2 -> partial output
£Z5RKH (AllReduce)

g

B’(s:
. EEBMRAEEHEEEES
o BEEEEMEIN

WEZR 05)
HA=BERTA:

g
AZE M batchTLBFESE, ME:

. BiA@{E#E mini-batch 1, ITEHE, EM
. BIA{%#E mini-batch 2, HEBEE, EM

. g%/\Nﬁ\mlnl batchE, _;K'&E%ﬁgéﬁ
ATHRE, B8

m-b}»l\)—*

g

A REE:
1. BTEARRE: T EAKbatch size
o 1BEbatch=64, {BEFRBEbatch=16
L4 }Eﬁ4/Aﬁr—§ N\ %%Ibatch=64

2. 18l Kbatch:
o KbatchiBBEMREWF (FREHNREE)

o BTG
MR

o FEXMFFE KBIbatch size
o AEMERE (FZEmini-batchihIF)
o EANIIZRETIE] (BHTIMZRFEE)

s¥=: Batch Normalizationgiit 2{3E F /) \batch



A

o FERNBHIZ (1.59)

o BEHE (0.59)

o FUEHITRIEAMRI (1.59)
o REHTUINAZE (1.55)
- BERREE (19)

9.2 JIRIFEMRK 453)
SEER:
RAREINERE 1.59)
[RIE:

o KEHIHERAFPI6 (1610F5)

o XBIHREFP32 2FS)

o FIEMAGPUMIFP16E ] (ELFP321R2-41Z)
At ABEIE:

1.3 FEEHR: Tensor CoreJIIRFP165E &R %

2. BEEL: BUEEMTRELER SRRE

3. WREE. REEERD

BARE:

g
1. (XEREFP32EIZAS (master weights)
2. giAfEREFFP16

3. KIt BN R EERERFP16

4. PRE¥E([EFP32

5. FAFP32IBE EFMFP32ANE

6. WERFPI6ET FRAIEEE

g

FP16[a]@& 1 Loss Scaling (1.553)
FP16HY{m)7R :
1. B{ETFi#&E(Underflow):



o FPl168R/NE#L: ~6x107-8
. BEZE/NFXME
o INEERERT0

2. {8 _EiE(Overflow):
e FP16&RAfE: ~65,000
o BUEESIRKATRERT
o TRYInf

Loss Scalingfi#/R T i :

-

B WlossTUK, EHEZKN, &R Fim

1. BIEEHEIER (FP16)

2. LossTeLUscale (02°16) @ loss = loss * scale
3. RMAERE (BEHLKT, F=Tim)

4. 1 ERR Uscaled® R . grad = grad / scale

5. BRI EENRSEH

MR IVBERRK, FIERO

N

P LahEAEE scale:

o scaleX/)V: HBE{HAIEE T iE
o scaleXK: AIRESH LG (BEZKINS)
o THhSTEE:

o HMBInf/NaNBY, PE{Escale

o EHLSIEER, 1 Kscale

o BHkEI&ERscale
Gradient Checkpointing (153"

[RIE:

o IEREIE: RERBEPREBVEERTRAERE
o Checkpointing: RRFIDEEE
« FENEINTE (AriAEE)

e



o BERL: R{RTEcheckpoints, HMEIEEER
o AIR/80%EEEERF

o EEMEM: RAGEIEEERITE
o £9HEN30-50% 1 EBYE]

fERA=S:

e BEARRE, MILEARIZEE T E Kbatch
o I%0: ZRBERT-large, FHcheckpointingBEF3 & Abatch

SEHR:  PyTorchBY(torch.utils.checkpoint)

RIS 157)
KRR

1. & (Throughput):

o samples/second 3X tokens/second
o BEIGZRE
o HEHT
2. GPUFI !
» GPUTERZENIZ>90%
o SEWAFMIT (BIEME. BIEFH)
o A(nvidia-smi J3(nvitop ) 53T
3. BTFEM:
o HNIEESEL LR
o SEFMAER (80-90%)
o K BAbatch AT LA K
4. LossBi%%:
o JlIZRloss 1% FF2 T BF
o WiFloss5illl&klossHgap
o EFHIRRAFIRAGEHIR
5. BEST:
o MREESEEX (grad norm)
o TKREIREIRIE, T/ AJREIHR
o IEESEHE!: 0.1-10




6. FIFE:
o HFIFIXE
o IESlossEREEEIAE
7. B iE 53 %
o HUENNZEBTIE
o HIME{EIERTE]
o RAfRRERTIE]
o FRHHRIMMLIL
TIH:
e TensorBoard, Weights & Biases
e PyTorch Profiler
o B Xlogging
FatrigE:
- BEHERIE (1.59)
o FP16/Al&FLoss Scaling (1.593)

e Gradient Checkpointing (143"

o WfEtENR (B3N, 81035, H19)

10. XEB3EME TIEGR)
10.1 JIIERCEDE WinlE (59)
BEER:

KB aERI[% 25)

[RACHS:

~

python




for epoch in range(num_epochs):
for batch in dataloader:
outputs = model(batch['input'])
loss = criterion(outputs, batch['labels'])
loss.backward()
optimizer.step()

optimizer.zero_grad()

\.

CIER
1. zero_grad{IH5IR (E):
o [ViZfEbackwardZ BB S
o HEIfUE: Jtbackward, Hstep, Hzero grad
o 1FM: zero grad -> forward -> backward -> step
2. BRERREEEY:
o RIREIZGAZIBEIRIE
o [ViZfEbackwardFstepZ [B] &L EY
3. BRDIGEHEIR:
. ZBEREHIEEEIGPU

o 3%: (batch = {k: v.to(device) for k, v in batch.items()} )

4. FRD trainOHEIX :
o 4B R rodelaing)
e Dropout. BNEFRZEX D4R/

5. BEERTANIE:
o MBEE Kbatch, MNIZLEFHF

6. FBAMP CEREHRE):
o« MRIIFEBEERRESHE

AINABEEREY (0.593)

-
python




loss.backward()

torch.nn.utils.clip_grad norm_(model.parameters(), max_norm=1.0)

torch.nn.utils.clip_grad value (model.parameters(), clip_value=0.5)

optimizer.step()

\.

At ARE:
. DL

o REIILK

o ¥5FIRRNN. Transformersf

REREINGRM 145)

-
python




from torch.cuda.amp import autocast, GradScaler
scaler = GradScaler()
for epoch in range(num_epochs):

for batch in dataloader:

optimizer.zero_grad()

with autocast():
outputs = model(batch['input'])

loss = criterion(outputs, batch['labels'])

scaler.scale(loss).backward()

scaler.unscale (optimizer)

torch.nn.utils.clip_grad norm_(model.parameters(), 1.0)

scaler.step(optimizer)

scaler.update()

\.

{®R1Zcheckpoint (0.553)

-
python




checkpoint = {
'epoch': epoch,
‘model state dict': model.state_dict(),
'optimizer_state dict': optimizer.state _dict(),
'loss': loss,
'scaler state dict': scaler.state dict(),

}

torch.save(checkpoint, 'checkpoint.pth’)

checkpoint = torch.load('checkpoint.pth’)
model.load state dict(checkpoint['model state dict'])
optimizer.load state dict(checkpoint['optimizer state dict'])

epoch = checkpoint['epoch']

.

[VAEAE TN

o IREINE

o MRS (AdamBImAv)
ZIAE (epoch, step)

o FIRPESRRKS

o FENEFF (RIEIR)

o MKAENT (IER)

e

LossZENaN#Jdebug (193)
RIREMR[E

1. HEEIRLE:
o WE: FTENHEETEH

python

total norm =0
for p in model.parameters():
if p.grad is not None:
total norm += p.grad.data.norm(2).item() ** 2
total norm = total norm ** 0.5

print(fGrad norm: {total norm}")




o BRR BERE, BEFEIER
2. BIFFK:
o ZIRXEE1I06E
o fEAwarm-up
3. HEFRE:
o W&lossITE: Bi&Hlog(0), FRELO
o KWERN: BEENaNZInf

-
python
assert not torch.isnan(batch['input']).any()
assert not torch.isinf(batch['input']).any()
\

4. Batch Normalization:

o BNHbatch size &/
o HENGEHIFRE
5. RAHER>S:
e FP16i#H
o JA%Eloss scale
HEDE:
1. TENossE—FH HIME, EINaNEREHI
2. REIB—THmAN. Wi, BE

3. RS, BT ARINA A ELE)E

4. fEM [torch.autograd. set_detect_anomaly(True)] B s

FotnE:

o JRFCERIER (247)
BEREARM (0.59)
BERBESRM (19)

CheckpointA& (0.553)

NaN debug (1493)



